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Abstract

We present a measurement of Z0 boson and Drell-Yan production cross sec-

tions in �pp collisions at
p
s = 1.8 TeV using a sample of 107 pb�1 accumulated

by the Collider Detector at Fermilab (CDF). The Drell-Yan cross section is

measured in the mass range of M�� > 40 GeV/c2. We compare the mea-

surements with the predictions of Quantum Chromodynamics in both leading

order and next-to-leading order, incorporating the recent parton distribution

functions. The measurements are consistent with the Standard Model expec-

tations.

PACS numbers:12.85.Qk, 12.38.Qk, 13.38.Dg, 13.60.Hb
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I. INTRODUCTION

In 1970, Drell and Yan developed a model for the production of massive lepton pairs in

hadron-hadron collisions [1]. The Drell-Yan processes are

h1 + h2 ! l ��l +X

! l+l� +X ; (1.1)

where l = (e; �; �) and �l is the corresponding neutrino. In the standard model, the lepton

pair is produced via intermediate vector bosons: W ! l ��l or 
�=Z ! l+l�. The Drell-Yan

process probes the structure of hadrons in a manner analogous to deep inelastic lepton-

nucleon scattering (DIS). The DIS processes

l +N ! l +X

�l +N ! �l +X

�l +N ! l +X (1.2)

where N is a nucleon, and the Drell-Yan processes are related. The DIS processes are the

t-channel equivalents of the s-channel Drell-Yan processes.

In �pp collisions at the Tevatron, W and �=Z bosons are primarily produced by quark

and anti-quark annihilations

�q1 + q02 !W ! l ��l

�q1 + q2 ! �=Z ! l+l� : (1.3)

The Drell-Yan process probes the structure of protons at the scale Q2 = M2, where Q is

the 4-momentum transfer and M the boson mass. At the Tevatron, this scale can be quite

large: up to s = (1:8 TeV)2. From W boson production, information on parton distribution

functions (PDFs) can be extracted from the decay lepton's charge asymmetry in rapidity.

In leading order QCD, the W boson production cross section is directly proportional to the

u-quark, u(x), and d-quark, d(x), momentum density functions. The variable x is the quark
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momentum fraction. The charge asymmetry measurment has been used to extract precise

information on the slope of d(x)=u(x) in the proton [2] over 0:007 < x < 0:27. For �=Z

production, the leading order cross section is directly proportional to a sum of products of

identical quark density functions

� /
X
q

fqq(x1)q(x2) (1.4)

where the sum is over the quark (and anti-quark) density functions, and fq is a factor that

contains the quark-lepton coupling to the �=Z0, the propagator pieces, etc. The kinematic

variables (x1; x2) can be fully reconstructed from �nal state lepton pairs as e+e� and �+��.

Thus, by measuring the di�erential cross section as a function of the ee and �� invariant

mass and boson rapidity (y) [3], information on PDFs can also be obtained.

Previously, the CDF experiment has measured [4] the Drell-Yan di�erential cross section,

d2�=dMdyjyj<1 �
1

2

Z 1

�1

d2�

dMdy
dy: (1.5)

The measurement covers the mass range 11 < M < 150 GeV/c2 and is obtained from

dielectons (ee) and dimuons (��) from � 4 pb�1 of �pp collisions taken during the 1988-1989

collider run. The results at low mass were shown to be consistent with a 1=M3 dependence

of d2�=dMdyjyj<1 as is expected for the annihilation of pointlike quarks and anti-quarks into

virtual photons. At the time, the measurement favored PDFs which had the largest quark

contribution in the x interval 0.006 to 0.03, in particular, the sets of PDFs which had been

extracted from the most recent DIS data.

The analysis presented here is based on dimuons from the 1992-1993 and 1994-1995

collider runs. The integrated luminosity from the 1992-1993 run is 18:8 � 0:7 pb�1 and

the integrated luminosity from the 1994-1995 run is 88:6 � 7:1 pb�1. The total Z boson

cross section, the Drell-Yan di�erential cross section, d2�=dMdyjyj<1, and the shape of the

y distribution for the Z mass region are measured. The total Z boson cross section is

obtained from dimuons spanning the mass range, 66 < M < 116 GeV/c2. The Drell-

Yan di�erential cross section measurement covers the mass range M�� > 40 GeV/c2. This
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corresponds to a probed region in x of 0.02 and above. The y distribution for dimuons in

the 66 < M < 116 GeV/c2 region is measured over jyj < 1. These measurements test QCD

calculations and the consistency of PDFs used in those calculations.

The Drell-Yan cross section at high mass is sensitive to new physics. The high mass ��

data has already been used to set limits on quark-lepton compositeness [5] and new heavy

neutral gauge boson production [6].

A description of the detector is given in Section II. The data selection is described

in Section III. The Monte Carlo simulation used to calculate the acceptance and other

quantities is described in Section IV. A description on muon selection e�ciencies is given in

Section V. Section VI describes the backgrounds. Section VII describes the measurement

of the Z cross section. Section VIII describes the measurement of the Drell-Yan production

cross section and gives the rapidity distribution in the Z region.

II. DATA ACQUISITION

A. Detector

The CDF detector is a solenoidal magnetic spectrometer surrounded by projective tower

geometry calorimeters and outer muon detectors. The CDF detector is described in detail

elsewhere [7]. We briey describe the detectors that are used in this measurement. An

elevation view of one quarter of the CDF detector is shown in Fig. 1.

The magnetic spectrometer consists of a 1.4 T axial magnetic �eld, a central tracking

chamber (CTC) which is an 84 layer cylindrical drift chamber, and a vertex tracking cham-

ber (VTX). The VTX determines the �pp collision point along the beam line (z axis) and

constrains the origin of track helices. This spectrometer measures the lepton charge and

momentum. The momentum resolution for beam-constrained tracks is �PT=P
2
T � 0:001, for

the 1992-1993 (1994-1995) data, where PT is in GeV/c.

The calorimeters used in this analysis are the central electromagnetic and hadronic sam-
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pling calorimeters. They cover the pseudorapidity [3] region j�j < 1:1. The central elec-

tromagnetic calorimeter (CEM) and the central hadron calorimeter (CHA) have complete

coverage in �. The CHA provides pulse timing information from time to digital converters

(CHA TDC). These TDC's measure the time elapsed with respect to the beam-beam cross-

ing for particles that traverse the scintillators in the CHA. The calorimeters have a projective

tower geometry. They are constructed as 24 \wedges" in � for � < 0 and 24 \wedges" for

� > 0. Each wedge consists of 10 electromagnetic towers and 8 hadronic towers. The energy

resolution of the CEM is 13.5%/
p
ET�2%, and the resolution of the CHA is 50%/

p
ET�3%

(where ET is in GeV).

Muons are reconstructed and identi�ed using the information from the tracking devices,

the electromagnetic and hadronic calorimeters, and the muon detectors. The muon detectors

are drift chambers that are outside of the hadronic calorimeters in the central region. There

are three muon detectors: the central muon detector (CMU [8]), the central muon upgrade

detector (CMP [9]), and the central muon extension detector (CMX). The CMU is located

behind �ve absorption lengths of material and consists of four layers of drift chambers

covering 84% of the solid angle for j�j � 0:6. The CMP is located behind an additional

three absorption lengths of material and covers 63% of the solid angle for j�j � 0:6. The

CMP signi�cantly reduces misidenti�cation of hadrons as muons. About 53% of the solid

angle for j�j � 0:6 is covered by both detectors. The CMX detector covers the pseudorapidity

region, 0:6 < j�j < 1:0. It has four layers of drift tubes sandwiched between scintillation

counters.

B. Trigger

A three-level trigger selects the muons used in this analysis. The Level 1 central inclusive

muon trigger requires a muon track in the CMU with PT > 6 GeV/c. Where CMP coverage is

available, PT > 3 GeV/c in the CMP is also required. The PT of a muon track is determined

by the bend angle of the track measured by muon drift chambers. The Level 1 trigger for
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the CMX detector is similar to the CMU one, and the scintillation counters on both sides

of the CMX are used in the trigger.

The Level 2 triggers require the tracks in the muon detectors to match tracks in the CTC

found by the Central Fast Tracker (CFT) [10], a hardware track processor. These tracks

must match within 5� in azimuthal angle. Tracks were required to have PT > 9:2 GeV/c

for 1992-1993 data and PT > 12 GeV/c for 1994-1995 data. The Level 2 muon trigger

coverage in � � � space is shown in Fig. 2. This analysis only uses Level 2 triggers in the

j�j � 0:6 region; this covers �42% of the area in � � � space. There are two types of Level

2 triggers used in this analysis. The �rst trigger (CMUP) selects events in the detector

regions covered by both the CMU and the CMP, and the second (CMNP) trigger selects

events in the detector regions covered only by the CMU. About 90% of the data selected by

the CMNP trigger in the 1994-1995 data was pre-scaled with a pre-scale factor that varied

between 1 and 40. The pre-scale factor is set dynamically using an algorithm which is based

on the instantaneous luminosity during data taking. The average prescale factor during the

1994-1995 run was 2.0. The CMX trigger covers the pseudorapidity range 0:6 < j�j < 1:0.

In this analysis, the CMX trigger is only used in the measurement of the CMUP and CMNP

trigger e�ciencies.

The Level 3 trigger performs a full event reconstruction. At Level 3, the inclusive muon

trigger requires a track in a muon detector that is matched in the azimuthal plane to a CTC

track which has been fully reconstructed in three dimensions. The PT of the muon track is

required to be greater than 18 GeV/c without a beam vertex constraint.

III. DATA SELECTION

A. Dimuon selection

One muon is required to have PT � 20 GeV/c and to have passed the inclusive muon

trigger. This muon is called the �rst muon. The other muon of the pair is called the second
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muon. For the Z0 cross section analysis, the second muon is required to have PT � 20 GeV/c.

For the measurement of the Drell-Yan production cross section, the requirement on the

second muon is less restrictive: PT � 17 GeV/c. This increases the acceptance in the

lowest mass bin. The muon momenta are reconstructed from tracks which are constrained

to the �pp interaction vertex using an average beam position. The reconstructed momenta

are also corrected for a small misalignment of the CTC with respect to the beam axis and

the magnetic �eld [11]. The CTC tracks of both muons are required to point back to within

5 cm of the closest event vertex location along the beam line (the j�Zvtxj cut). The primary
vertex is required to be within 60 cm of the nominal center of the detector (the jZvtxj cut).
The primary vertex distribution along the beam direction is approximately Gaussian with

width � 26 cm.

Muons originating from the Drell-Yan process are expected to be isolated from the other

particles in the event. Muons from other physics processes are produced in association with

jets and other particles nearby in pseudorapidity(�)-azimuthal angle(�) space. To select

muons which are not associated with other calorimetric activity, an isolation variable I is

de�ned as

I = Econe
T �Ecluster

T ; (3.1)

where Econe
T is the sum of the EM and HAD transverse energies in all of the towers (including

the muon cluster) in a radius of R =
p
(��)2 + (��)2 = 0.4 centered around the muon

cluster and Ecluster
T is the transverse energy in the muon cluster. The muon isolation I is

required to be less than 4 GeV (the isolation cut) for events with a dimuon invariant mass

less than 110 GeV/c2. At higher dimuon invariant mass, �nal state QED radiation may

be generated close to the muons. This lowers the e�ciency at high invariant dimuon mass.

Therefore, for dimuon invariant masses greater than or equal to 110 GeV/c2, the isolation

cut is I < 0:1� PT . The PT dependent isolation cut is � 4:0 GeV around the Z mass, and

it equals the �xed cut of 4.0 GeV used below an invariant mass of 110 GeV/c2. In addition,

muons from Z0 boson production and the Drell-Yan process are required to be oppositely
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charged.

The muon selection cuts are given in the Table I. The �rst muon must have a track in

the muon chambers and must pass the tight selection cuts. A match between the track in

the CTC and the track segment in the CMU chambers (and CMP chambers if available)

is required. The matching in the azimuthal plane (r ���) is required to be � 2.0 cm and

� 5.0 cm in the CMU (j�xCMUj) and the CMP (j�xCMPj) muon detectors, respectively.

Wherever available, a muon segment in the CMP chamber is required. This minimizes

misidenti�cation of hadronic punchthrough as muons.

The second muon need not have a track in the muon chambers. It is required to pass

the following �ducial and track quality cuts. The �ducial cut is j�j � 1:2. To ensure the

quality of the CTC track, the muon candidate is required to have hits in at least three out of

the �ve axial superlayers in the CTC. This track quality cut is called the NCTC cut. Muons

deposit a minimum ionizing signal in the calorimeters. The most probable minimum ionizing

signal is � 0:3 GeV in the CEM and � 2:0 GeV in the CHA. Muons from Z0 decays can be

identi�ed very e�ciently by requiring the energy deposited in the CEM calorimeter to have

EEM � 2 GeV and the energy deposited in the CHA calorimeter to have EHAD � 6 GeV.

These requirements become less e�cient as the muon energy becomes higher.

In order to maintain good e�ciency for high energy muons, the minimum ionizing signal

cuts are relaxed for very high muon energies. We have used the GEANT package [12]

to determine the appropriate EEM and EHAD cut values. The CEM and the CHA muon

identi�cation energy cuts are chosen to be functions of the muon energy (E�) as follows:

� For E� < 100 GeV: They are EEM < 2 GeV and EHAD < 6 GeV.

� For E� � 100 GeV: Energy dependent cuts are used. They are EEM < 2+C1� (E� �
100) GeV and EHAD < 6 + C2 � (E� � 100) GeV.

The C1 and C2 are determined by maintaining a CEM energy cut which is 98% e�cient,

and a CHA energy cut which is 97% e�cient: C1 = 0:0115 and C2 = 0:0280. These cuts are

called the MIN I cuts.
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B. Cosmic ray and background removal

Cosmic ray muons are the dominant source of background at high invariant mass. The

suppression of the background from cosmic rays is accomplished by requiring that the two

muon tracks are not consistent with a cosmic ray muon going through the detector. The

�rst cut is based on the timing information (CHA TDC) from the scintillators in the CHA.

Dimuons originating from the �pp vertex have equal ight times to the CHA. Cosmic ray

muons which enter from one side of the detector and leave through the opposite side have

di�erent times of ight. The cuts on the absolute TDC values and the di�erence between

the TDC values on the top and those on the bottom of the CDF detector are optimized

to maintain a high e�ciency for beam related events. For beam related events, the TDC

distributions are peaked around zero. When both top and bottom TDC information exists,

the CHA TDC di�erence �TDC �TDCtop � TDCbottom is required to be greater than or

equal to �10 nsec, where TDCtop and TDCbottom are the timing of the top and the bottom

TDC's, respectively. The individual TDC's (bottom or top) must be between �12 nsec

and 16 nsec for the 1992-1993 data and �8 nsec and 20 nsec for the 1994-1995 data. The

fraction of events for which CHA TDC information from both the top and bottom TDC's

are available is � 90%.

The second cut used to reject cosmic rays is the back-to-back tracking cut. The back-

to-back variables are �b�b = �1 + �2 and �b�b = � � j�1 � �2j, where (�1; �1) and (�2; �2)

are the trajectories of the two muons. The veto requirement is:

� When both top and bottom CHA TDC information is available, events with both

j�b�bj <0.1 and j�b�bj < 0.0175 are removed.

� When only the top or bottom CHA TDC information is available, events with both

j�b�bj <0.2 and j�b�bj < 0.035 (a larger cone) are removed.

� If the two muon tracks can be �t as one continuous track, consistent with originating

from a single cosmic ray muon, the event is removed.
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For some cosmic rays, one side of the track is not reconstructed and the cosmic ray appears as

a single track emanating from the beam line. These cosmic ray tracks usually do not intersect

in z with tracks from �pp interactions. To reject them, we require jZ�1�Z�2 j < 10 cm, where

Z�1 and Z�2 are the z intercepts of the tracks. All cuts used in the cosmic ray rejection are

summarized in Table II.

There are two categories of backgrounds remaining after the cosmic ray rejection. The

�rst is the charge symmetric background from typical jets. Most of these events are from

hadronic punchthrough or decays in ight of pions and kaons. For this background the

number of opposite charge dimuons are approximately equal to the number of same charge

dimuons. Thus, this background is removed by subtracting the same-charge pairs from the

opposite-charge pairs. The second category of background is from �+��,W+W�, c�c, b�b, and

t�t production. Dimuons from this source are mostly oppositely charged. This background

is measured using our e-� data.

IV. ACCEPTANCE

A. Event simulation

A Monte Carlo program is used to determine corrections for acceptance and some of the

e�ciencies. The Monte Carlo program consists of an event generator based on a physics

model and a subsequent detector simulation. This is used to calculate an acceptance that

includes detector resolution e�ects. Because detector resolution e�ects are included in the

acceptance, the physics model has been \tuned" so that the simulated results agree with

the data.

The Monte Carlo program generates �'s and Z's using the lowest order diagram, q�q !
�/Z with CTEQ-3L [13] parton distribution functions. The boson masses are distributed

according to a relativistic Breit-Wigner distribution. In order to mimic the kinematic e�ect

of higher-order initial-state QCD radiation, the dileptons are generated with a PT according
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to a PT distribution of W 's as measured [14] in �pp collisions at
p
s = 1:8 TeV. In addition,

higher order QCD corrections to the mass distribution is added to the leading-order cross

section by using a \K-factor": K(M2) = 1+ 4
3(1+

4
3�

2)�s(M
2)=2�, where �s is the two loop

QCD coupling. For M > 40 GeV/c2, K is 1.3-1.4. This K-factor is used as an event weight.

The generated events are passed on to the PHOTOS 2.0 [15] Monte Carlo program,

which adds QED �nal state radiation to the �=Z decay. Initial state QED radiation is

not generated. PHOTOS generates QED radiative corrections for resonance decays using a

leading-logarithmic, fragmentation function approximation. This has the proper soft pho-

ton behavior. The standard PHOTOS parameters are set to generate photons with energy

greater than 1% of the dimuon invariant mass. This allows for double bremsstrahlung and

interference between emission from the �+ and ��. Double bremsstrahlung is simulated

by the double application of the leading-logarithmic algorithm. The PHOTOS di�erential

distributions compare well with explicit O(�em) matrix element calculations [15]. The agree-
ment is at a level of 5% or better except at large photon energy fractions relative to the

dimuon invariant mass for Z ! �+��() and W ! e ��e(). The radiative corrections to

�(Z) ! �+�� predicted by the PYTHIA/PHOTOS Monte Carlo simulation agree with

those calculated explicitly to order O(�3em) in a next-to-leading-logarithmic (NLL) fragmen-
tation function formalism [16]. Figure 3 shows the ratio of the cross section with QED

radiative corrections (d�f=dM) to that without radiative corrections (d�DY=dM). The ratio

is 1.8 at a dimuon mass around 60 GeV/c2 and 0.95 at a dimuon mass above 110 GeV/c2.

The generated events with �nal state photons are passed on to a detector simulation.

The muon curvature is smeared using the CTC tracking resolution

�pT=p
2
T = 0:00090� 0:00009 (4.1)

for 1992-1993 data and

�pT=p
2
T = 0:00112� 0:00005: (4.2)

for 1994-1995 data. The energies of the �nal state photons are smeared using the CEM

calorimeter resolution,
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(
�E

E
)2 = (

0:135p
ET

)2 + (0:02)2: (4.3)

for both 1992-1993 and 1994-1995 data.

B. Acceptance calculation

The Monte Carlo program described in Sec. IVA is used to determine the kinematic

and geometric acceptances for both the Z0 cross section and the Drell-Yan di�erential cross

section measurements. The kinematic portion of the acceptance is the e�ciency of the

dimuon events to pass the PT cut. The geometric portion of the acceptance is the e�ciency

of the muons to traverse the �ducial and triggerable volume of the detector and to satisfy

the cosmic ray back-to-back cut.

The acceptance AZ for the Z0 cross section measurement is calculated using

AZ =
Nacc(Z)
��

Ngen
�=Z0

(4.4)

where Nacc(Z)
�� is the number of accepted events in the dimuon mass range 66 < M sm

�� < 116

GeV/c2, and Ngen
�=Z is the number of generated �=Z0's in the mass range 66 < Mgen

�=Z0 < 116

GeV/c2. The reconstructed mass,M sm
�� , is resolution smeared and includes the e�ect of QED

radiative corrections. We extract acceptances of (15.9 � 0.4)% for the 1992-1993 data and

(16.8 � 0.4)% for the 1994-1995 data. The errors are from Monte Carlo statistics and the

PDF di�erences.

The acceptance for the measurement of the Drell-Yan di�erential cross section,

d2�=dMdyjyj<1, is calculated using

AM =
Nacc(M)
��

Ngen
jyj<1

: (4.5)

The acceptance AM is for a mass bin covering the range M(low) to M(high). The Nacc(M)
��

is number of events accepted in the dimuon mass range M(low) < M sm
�� < M(high). The

M sm
�� is the reconstructed mass, and it is resolution smeared and includes the e�ect of QED

radiative corrections. The Ngen
jyj<1 is the number of generated 

�=Z0's with rapidities of jyj < 1

and with M(low) < Mgen
�=Z0 < M(high).
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V. EFFICIENCIES

A. Muon Identi�cation and Selection E�ciencies

The muon identi�cation and selection e�ciencies used in this analysis are:

� An overall combined e�ciency, called \�tight", for a muon in the CMU �ducial region

to pass the tight cuts, the isolation cut, and the o�ine tracking.

� An overall combined e�ciency, called \�loose1", for a muon in the CMU �ducial region

to pass the loose cuts, isolation cut, and the o�ine tracking.

� An overall combined e�ciency, called \�loose2", for a muon outside the CMU �ducial

region to pass the loose cuts, the isolation cut, and the o�ine tracking. (The region

outside the CMU �ducial region will be referred to as the non-CMU region.)

These e�ciencies are extracted from a sample of high PT muons. The sample is selected

with criteria which are di�erent from those used in Sec. IIIA. One muon must pass all the

tight selection cuts. The second muon must have PT > 20 GeV/c, and its charge must be

opposite to the �rst one. In order to obtain a more pure sample, we restrict the e�ciency

sample to a narrow mass region of Z0 decays: 80 < M�+�� < 100 GeV/c2. There are

293 events satisfying these cuts in the 1992-1993 data and 1383 events in the 1994-1995

data. The number of charge symmetric background events from typical jets is small: there

are no same-sign events in the 1992-1993 data and 4 events in the 1994-1995 data. These

same-sign events are subtracted in the e�ciency calculation. The muon identi�cation and

selection e�ciencies are measured using the second muon. Since this muon does not have

any identi�cation or selection cuts applied to it, the e�ciency is the fraction that passes the

cuts. Figure 4 shows the dimuon invariant mass distributions for the events which have the

second muon failing the tight and the loose muon identi�cation cut.

The muon identi�cation and selection e�ciencies are given in Table III. The jZvtxj cut
e�ciency is not in Table III because it is applied to the event rather than to individual
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muons. Because of correlations between the cuts, �tight, �loose1, and �loose2 are not products

of the individual e�ciencies. The o�ine tracking e�ciency of (99:7� 0:1)% is independent

of the other cuts and it is measured separately. A description of the extraction of the track

reconstruction e�ciency is given in Ref. [17].

B. Muon trigger e�ciency T

The e�ciency of the combined Level 1 and Level 2 inclusive muon trigger is measured

using a sample of high PT muons. We require two muons and that both muons pass tighter

criteria than in Sec. IIIA.

� PT � 20 GeV/c.

� EEM < 2 GeV and EHAD < 6 GeV.

� jZ� � Zvtxj � 5 cm.

� I < 2 GeV.

� The cosmic rays are removed as described in Sec. III B.

There are three mutually exclusive Level 2 inclusive muon triggers in the central region: the

CMUP trigger, the CMNP trigger, and the CMX trigger. The data set used for the physics

analysis requires the CMUP or the CMNP trigger. However, to study the e�ciency of these

triggers, we also use the CMX trigger. In order to measure the trigger e�ciency of the

CMUP trigger, a CMNP or a CMX trigger is required for one of the muons, while for the

CMNP trigger e�ciency measurement, a CMUP or a CMX trigger is required for one of the

muons. We measure the e�ciency of the CMUP and CMNP triggers combined with both

the Level 1 trigger e�ciency and the CMU and CMP drift chamber hit e�ciencies. To do

so, we project each muon's CTC track to the muon detectors to see if it is in the triggerable

region of the CMU or CMP detectors. If it is, we use the trigger data to determine if the

muon �red the CMUP or CMNP trigger. The combined hit, Level 1, and Level 2 trigger
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e�ciency is the fraction of the time these triggers are set. The CMNP trigger e�ciency

includes the prescaling on this trigger.

The \tight" cuts used in the o�ine analysis selection of muons are more stringent than

the cuts used by the Level 3 trigger. Therefore, the o�ine selection e�ciency includes

the e�ciency of the Level 3 cuts. Table IV summarizes the result of the trigger e�ciency

measurements.

C. Combined e�ciency �Z

In order to derive a general formula for the overall combined Z0 trigger and event selec-

tion e�ciency, we divide events into six di�erent categories based on the trigger geometry

of dimuons in an event: CMUP-CMUP, CMNP-CMNP, CMUP-CMNP, CMNP-CMUP,

CMUP-only, and CMNP-only. In each pair, the �rst region is for the muon passing the tight

cuts.

For the CMUP-CMUP, CMNP-CMNP, CMUP-CMNP, or CMNP-CMUP categories,

there are three possible outcomes for the trigger.

� Both muons pass the trigger with the probability T�1T�2 .

� Only one muon passes the trigger with the probability T�1(1� T�2) + T�2(1� T�1).

� Both muons fail the trigger with the probability (1� T�1)(1� T�2).

The T�1 and T�2 are the muon trigger e�ciencies: TCMUP for muons in the CMUP region

and TCMNP for muons in the CMNP region. Of course, the third outcome is not in the data

sample. Each event can have three possible selection outcomes.

� Both muons pass tight cuts with a probability (�tight)
2.

� One muon passes tight cuts while the other muon passes the loose cuts but not the

tight cuts with a probability 2�tight(�loose1 � �tight).

� Both muons pass the loose cuts only.
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Since only the \tight-tight" and \tight-loose" combinations are selected in the analysis, the

event selection e�ciency is �tight(2�loose1� �tight). Since each event which passes the selection

criteria also has to pass the trigger, the general e�ciency formula for the �rst four trigger

geometries is given by:

��1�2 = [�tight(2�loose1 � �tight)]�

[T�1T�2 + T�1(1� T�2) + T�2(1� T�1)]: (5.1)

The �1 and �2 denote either CMUP or CMNP.

For the CMUP-only and the CMNP-only trigger geometries, only one of the muons is in

a trigger �ducial region. The selection e�ciency is given by the probability �tight�loose2. The

e�ciency formula for these trigger geometries is given by

�� = �tight�loose2 � T�; (5.2)

where T� is the muon trigger e�ciency: TCMUP for a muon in the CMUP region and TCMNP

for a muon in the CMNP region.

The overall combined trigger and event selection e�ciency for Z0 events is given by

�Z = (FUU�UU + FUN�UN + FNU�NU +

FNN�NN + FU�U + FN�N)� �VTX � �TDC: (5.3)

The FUU, FUN, FNU, FNN, FN, and FU are the fractions of the CMUP-CMUP, the CMUP-

CMNP, the CMNP-CMUP, the CMNP-CMNP, the CMNP-only, and CMUP-only trigger

geometry events in the sample, respectively. The FUU, FUN, FNU, FNN, FN, and FU are

called event fractions. These event fractions are determined using the Monte Carlo program

of Sec. IVA. The �UU, �UN, �NU, �NN, �U, and �N are the corresponding overall trigger and

selection e�ciencies. The quantity �VTX is the e�ciency of the jZvtxj < 60 cm cut [18]. The

quantity �TDC is the e�ciency of the CHA TDC timing cut used to reject cosmic rays. It is

determined using the the e�ciency sample of Sec. VA. Cosmic rays are removed from this

sample by using a very tight back-to-back veto condition: j�b�bj < 0:2 and j�b�bj < 0:035.
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The event fractions and e�ciencies are given in Table V. The slight di�erence in the

event fractions between the two data sets reects dead chambers during the 1992-1993 data

taking. The overall combined trigger and event selection e�ciency are

�Z = 0:647� 0:036 for the 1992-1993 data

�Z = 0:567� 0:014 for the 1994-1995 data: (5.4)

The lower e�ciency for the 1994-1995 data is due to the prescaling of the CMNP trigger.

D. Mass dependent e�ciency �M

The e�ciency calculation described in the previous section is based on a sample of Z

events. These e�ciencies are also used to determine the e�ciencies for Drell-Yan events in

the other mass bins. The dimuon mass dependence of the overall e�ciency originates from

three sources.

� The variation of the event fractions with the dimuon mass.

� The �nal state QED radiation is larger at high mass and a�ects the CEM energy cut

and the calorimeter isolation cut.

� The muon energy dependence of the MIN I cuts.

The dimuon mass dependence of the event fractions is extracted from the Monte Carlo

(MC) simulation. The maximum variation of the event fractions at other mass bins relative

to the event fractions at the Z0 mass bin are 44.9%, 86.9%, 80.3%, 22.4%, 16.7%, and 10.3%

for FUU, FUN, FNU, FNN, FN, and FU respectively.

The e�ects of �nal state QED radiation on the minimum ionizing particle cuts and the

calorimeter isolation cuts are determined using the Monte Carlo simulation. In addition

to the nominal energy deposited by the muon in the CEM, photons from �nal state QED

radiation are also projected to the CEM and their energies are added to those towers that

they intersect. Next, the EEM minimum ionization cut and the calorimeter isolation cuts
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are applied, and the individual and combined e�ciencies of those cuts are calculated. The

mass dependent tight and loose cut e�ciencies (�tight(M) and �loose(M)) are obtained by

normalizing the MC e�ciencies to the data at the Z0 mass bin:

�tight(M) = �tight �
�MC
iso�EM(M)

�MC
iso�EM(MZ)

�loose(M) = �loose �
�MC
iso�EM(M)

�MC
iso�EM(MZ)

; (5.5)

where �MC
iso�EM(M) is the Monte Carlo's combined isolation and EEM cut e�ciency over

M(low) < M�� < M(high), and �MC
iso�EM(MZ) is the Monte Carlo's combined isolation and

EEM cut e�ciency over the Z0 mass bin of 80 < M�� < 100 GeV/c2.

With increasing energies, muons deposit more energy in the calorimeters due to increased

energy losses from e+e� pair production and bremsstrahlung. The MIN I cuts are designed

to maintain a nearly constant e�ciency for E� � 100 GeV. For E� < 100 GeV, the MIN I

cuts on EEM and EHAD are �xed and they become more e�cient as E� decreases. Thus, the

combined MIN I cut e�ciency for a muon pair is slightly dependent on the dimuon mass.

We denote this by �MINI(M). The same GEANT calculation [12] used to the set the EEM

and EHAD cut values for E� � 100 GeV is used to determine �MINI(M). This e�ciency is

renormalized into the MIN I e�ciency correction function for �Z:

fMINI(M) =
�MINI(M)

�MINI(MZ)
; (5.6)

where �MINI(M) is the e�ciency over M(low) < M�� < M(high) and �MINI(MZ) is the

e�ciency over the Z0 mass bin of 80 < M�� < 100 GeV. The e�ciency correction function

fMINI(M) is shown as the solid curve in Fig. 5.

The �rst step in calculating the overall e�ciency is to convolute the mass dependent

event fractions, tight cut e�ciency, loose cut e�ciency, trigger e�ciency, etc. as is done for

�Z (see Eqn. 5.3). The next step is to factor in fMINI(M). This gives the overall e�ciency,

�M. The values of the mass dependent e�ciencies are summarized in Table VI.
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VI. BACKGROUNDS

After applying the cosmic ray cuts, the cosmic ray backgrounds are estimated to be at

most 0.7 events for the 1992-1993 data and 2.6 events for the 1994-1995 data. Because these

upper limit estimates are very small, this background is neglected.

There is one same sign event in the data, and it occured in the 1994-1995 running period.

It is assumed that same sign events give an estimate for the backgrounds originating from

the jet events.

The sum of all backgrounds originating from the �+��, c�c, b�b, W+W�, and t�t is small

and is extracted from the e-� sample. The e-� selection is very similar to the e-� selection

used in the CDF top quark analysis [19]. In addition to the isolation cut for the �rst lepton,

we apply the isolation cut for the second lepton in this background measurement.

Figure 6 shows the e-� invariant mass distribution. This distribution is directly used in

the removal of background from �+��, c�c, b�b, W+W�, and t�t sources. We assume half of

the e-� events is a good estimate for these backgrounds in the �+�� channel.

VII. THE Z0 CROSS SECTION

The measured cross section for the production of Z0's is obtained using

�(Z0) =
(Nobs �Nbkg) � FZ

B(Z0 ! �+��) � AZ � �Z �
R
Ldt

: (7.1)

where Nobs is the number of observed Z
0 candidate events, Nbkg is the number of background

events,
R
Ldt is the integrated luminosity, B(Z0 ! �+��) is the Z0 branching fraction to

dimuons, AZ is the acceptance, and �Z is the e�ciency. The dimuon mass interval of this

measurement is 66 < M�� < 116 GeV/c2. The FZ is a correction that accounts for continuum

production and the �nite mass range. The factor FZ is

FZ =

R1
0
jZ0j2dMR 116

66
jZ0 + j2dM ; (7.2)

where jZ0j2 is the Z0-only cross section and jZ0 + j2 is the �=Z0 cross section.
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The results for �(Z0) from the 1992-1993 and 1994-1995 dimuon data are given in Ta-

ble VII. The table also includes the event counts, backgrounds, acceptances, etc. used

to calculate the cross section. In the cross sections, the systematic uncertainties which

are added in quadrature are from the following sources: (1) The systematic error in the

measurement of the luminosity, (2) uncertainties due to choice of the di�erent PDFs, (3)

uncertainties due to the momentum measurement error, and (4) uncertainties due to the

error on the measured e�ciency. The uncertainties due to choice of the di�erent PDFs are

estimated from the acceptance change between the default PDF, CTEQ3L, and one of the

PDFs, MRS-A, CTEQ3M, and MRS-D�0. The uncertainties in the acceptance due to the

error on the momentum measurement are calculated by varying the momentum resolution

by �1 standard deviation around the central value of the measured resolution in Eq. 4.2.

These uncertainties are summarized in Table VIII. Using B(Z0 ! �+��) = 3:362% [20],

we �nd �(Z0) = 6:44 � 0:57 nb for the 1992-1993 data and �(Z0) = 7:06 � 0:64 nb for

the 1994-1995 data. Independent of B(Z0 ! �+��), we have �(Z0) � B(Z0 ! �+��) =

217� 19 pb for the 1992-1993 data and 237� 22 pb for the 1994-1995 data. If the common

systematic errors are removed, the results from the 1992-1993 and 1994-1995 data di�er by

� 1:2 standard deviations. By combining both data sets, we �nd

�(Z0) = 6:94� 0:53 nb

�(Z0) �B(Z0 ! �+��) = 233� 18 pb : (7.3)

The event counts, backgrounds, acceptances, etc. of the combined data are given in Ta-

ble VII.

In Fig. 7, we compare our measurement of �(Z0) � B(Z0 ! �+��) with our earlier

results [18,21,22], the D0 measurements [23], and QCD theoretical predictions [20,24] of

222 pb with MRS-A PDFs. The dotted lines are the theoretical uncertainty of �5% [25].

Table IX shows the variation in the predicted next-to-next-to-leading logarithmic (NNLO)

cross section for di�erent sets of parton distribution functions [13,20,24], compared to the

current CDF �+�� measurement and the published CDF e+e� measurement [18].
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VIII. THE DRELL-YAN PRODUCTION CROSS SECTION

The di�erential cross-section, d�2=dMdyjyj<1 for �pp! �+�� + X is obtained using:

d2�(MBC)

dMdy jyj<1

=
Nobs �Nbkg

AM � �M �
R
Ldt ��M ��y �

1

CBC
; (8.1)

whereMBC is the mass at the center of the mass bin, Nobs is the number of events in the mass

bin passing the cuts, Nbkg is the sum of all the backgrounds, AM is the acceptance in the mass

bin, �M is the overall e�ciency for the mass bin,
R
Ldt is the total integrated luminosity,

�M is the width of the mass bin, �y is the rapidity interval (= 2 in this analysis), and CBC

is the correction for bin centering to account for the mass centroid of the mass bin. The bin

centering correction is

CBC =

RM+�M

M
d2�=dMdyjyj<1dM=�M

d2�(MBC)=dMdyjyj<1
; (8.2)

where the d2�=dMdy is the leading-order theoretical cross section.

A summary of the Drell-Yan dimuon analysis is given in Table X after the 1992-1993

and 1994-1995 data are combined. The systematic uncertainties from sources described in

Section VII are summarized in Table XI. Figure 8 shows Drell-Yan cross section for the

combined data. It also includes the previously published 1988-1989 CDF measurement [4].

These measurements are compared with theoretical predictions from a leading order cal-

culation (LO+K-factor) and a next-to-leading order calculation (NLO). In the �gure, the

d2�=dMdyjyj<1 leading order cross section is calculated with the CTEQ-3L parton density

functions and a K-factor (Sec. IVA) to account for higher order e�ects. The next-to-leading

logarithmic cross section is calculated using the MRS-A parton density functions. Figure 9

shows the ratio of data to theory.

Finally, we investigate the rapidity distribution of dimuons from the Z0 cross section

sample that are in the mass range, 66 < M�� < 116 GeV/c2. The 1992-1993 and 1994-1995

data are combined in this analysis. First, we consider the total cross section in the jyj < 1

region
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� = 2

Z 116

66

dM
d2�

dMdy jyj<1

: (8.3)

The method used to measure the Drell-Yan cross section is used to measure �. For the cross

section, we obtain

� = 130� 10 pb: (8.4)

This is then used in the measurement of the cross section ratio

R(y) =
1

�
� d�
dy

(8.5)

where d�=dy is the di�erential cross section in the boson rapidity. The d�=dy cross section

is obtained in a manner similar to the d2�=dMdyjyj<1 measurement. In the ratio, R(y),

the large integrated luminosity systematic error cancels out. In theoretical calculations of

R(y), common systematic uncertainties also cancel out. Figure 10 shows the measured cross

section ratio as a function of the boson rapidity, along with theoretical predictions for various

PDFs. There is good agreement with the theoretical expectations. In the jyj < 1 region, the

ratio has a minimal sensitivity to PDFs. Thus, the measurement of the jyj < 1 cross section,

�, is not very sensitive to the choice of input PDFs used in the acceptance calculation.

IX. CONCLUSION

Measurements of the Z0 and Drell-Yan di�erential cross sections from dimuon events are

presented. The measured Z0 cross section is consistent with a QCD calculation based on

next-to-next-to-leading logarithmic calculation.

We have explicitly taken into account the �nal state QED radiative e�ects. The Drell-

Yan di�erential cross section measurement as a function of boson mass is consistent with

our previous measurement using the dilepton events taken during 1988-89 as well as with

the LO � K-factor and the next-to-leading logarithmic QCD predictions. The Drell-Yan

di�erential cross section measurement as a function of boson rapidity in the Z0 mass range

is consistent with the LO � K-factor prediction.
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TABLES

Type of cut Tight cut Loose cut

PT � 20 GeV/c � 20 GeV/c

or

� 17 GeV/c

j�xCMUj < 2:0 cm N/A

j�xCMPj < 5:0 cm N/A

j�Zvtxj < 5:0 cm < 5:0 cm

jZvtxj < 60 cm < 60 cm

NCTC N/A � 3

Isolation

M�� < 110 GeV/c2: I < 4 GeV

M�� � 110 GeV/c2: I < 0:1� PT GeV

MIN I, EEM

E� < 100 GeV: EEM < 2 GeV

E� � 100 GeV: EEM < 2 + 0:0115� (E� � 100) GeV

MIN I, EHAD

E� < 100 GeV: EHAD < 6 GeV

E� � 100 GeV: EHAD < 6 + 0:0280� (E� � 100) GeV

TABLE I. List of selection requirements on both muons. The requirements on the �rst muon

(the trigger �) are called tight requirements. The requirements on the second muon are called loose

requirements. The loose cut requirement of PT � 20 GeV/c is for the Z0 cross section analysis; for

the Drell-Yan cross section analysis it is PT � 17 GeV/c.
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Type of cut Requirement

TDCtop and TDCbottom Only TDCtop or TDCbottom

Available Available

CHA TDC �12 � TDC�1;�2 � 16 �12 � TDC�1(�2) � 16

(nsec) (�8 � TDC�1;�2 � 20) (�8 � TDC�1(�2) � 20)

�TDC � �10 nsec N/A

Back-to-Back j�b�bj � 0:1 or j�b�bj � 0:2 or

j�b�bj � 0:0175 j�b�bj � 0:035

jZ�1 � Z�2 j < 10 cm

Continuity Track 1 and 2 not consistent with a single track

TABLE II. Cosmic ray rejection cuts. The CHA TDC cut values in parentheses are for the

1994-1995 data.
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1992-1993 data 1994-1995 data

Cut E�ciency (%) E�ciency (%)

MIN I 96:7� 0:8 96:1� 0:4

j�Zvtxj 100:0+0:0�0:3 99:9� 0:1

j�xCMUj; j�xCMPj 95:7� 1:2 94:3� 0:6

I 97:9� 0:6 98:0� 0:3

NCTC 99:5� 0:4 99:5� 0:2

Tracking e�ciency 99:7� 0:1 99:7� 0:1

�tight 88:1� 1:9 86:3� 1:1

�loose1 91:9� 1:5 92:1� 0:7

�loose2 93:4� 2:0 91:7� 1:1

TABLE III. E�ciency of the tight cuts (�tight), the CMU loose cuts (�loose1), and the non-CMU

loose cuts (�loose2).

32



1992-1993 DATA SET

Reference Trigger Trigger Examined Pass Candidates E�ciency

CMUP+CMX CMNP 15 17 0.882�0.078

CMNP+CMX CMUP 29 37 0.784�0.068

1994-1995 DATA SET

Reference Trigger Trigger Examined Pass Candidates E�ciency

CMUP only CMNP 14 14 1.000+0:0�0:106

(
R
Ldt� 10 pb�1) not prescaled

CMUP only CMNP 43 92 0.467�0.052

prescaled

CMNP+CMX CMUP 186 229 0.812�0.026

TABLE IV. Summary of trigger e�ciency calculation.

1992-93 Z sample 1994-95 Z sample

FUU � �UU 0.118 � (0.803�0.036) 0.115 � (0.815�0.014)

FNN � �NN 0.023 � (0.831�0.031) 0.038 � (0.445�0.006)

FUN � �UN 0.030 � (0.821�0.030) 0.033 � (0.769�0.017)

FNU � �NU 0.031 � (0.821�0.030) 0.034 � (0.769�0.017)

FU � �U 0.569 � (0.645�0.060) 0.537 � (0.643�0.011)

FN � �N 0.230 � (0.725�0.068) 0.244 � (0.417�0.047)

�VTX 0.955 � 0.011 0.955 � 0.011

�TDC 0.972 � 0.010 0.975 � 0.006

�Z 0.647 � 0.036 0.567 � 0.014

TABLE V. Summary of event fractions � e�ciencies, �VTX, and �TDC used for �Z.
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Mass Bin fMINI �M

GeV/c2

40-50 1.016 0.643�0:030

50-60 1.012 0.619�0:026

60-70 1.009 0.547�0:022

70-78 1.004 0.513�0:020

78-86 1.002 0.566�0:022

86-90 1.000 0.626�0:024

90-94 0.999 0.630�0:024

94-102 0.997 0.635�0:025

102-110 0.994 0.627�0:025

110-120 0.991 0.619�0:025

120-150 0.984 0.609�0:024

150-200 0.968 0.596�0:023

200-250 0.966 0.588�0:024

250-300 0.966 0.586�0:024

300-400 0.966 0.583�0:024

400-500 0.966 0.584�0:025

TABLE VI. Summary of the selection e�ciencies for the combined 1992-1993 and 1994-1995

data sets. The dip in the e�ciency near 70 GeV is due to events with QED radiation (see Fig. 3)

that fail the MIN I or isolation cuts.
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1992-1993 1994-1995 Combined

Z0 Events Z0 Events Z0 Events

Candidates 418 1999 2417

Backgrounds 1.3 � 0.3 6.2� 1.6 7.5 � 1.6

Signal 416.7 � 20.5 1992.8 � 44.7 2409.5 � 49.2

FZ 1.005 � 0.002 1.005 � 0.002 1.005 � 0.002

AZ 0.159 � 0.004 0.168 � 0.004 0.166 � 0.004

�Z 0.647 � 0.036 0.567 � 0.014 0.581 � 0.013

R
Ldt 18.8 � 0.7 pb�1 88.6 � 7.1 pb�1 107.4 � 7.1 pb�1

�(Z0) 6.44�0.32 (stat) 7.06�0.16 (stat) 6.94 � 0.14 (stat)

�0.47 (syst) nb � 0.62 (syst) nb � 0.51 (syst) nb

TABLE VII. Summary of the results for �(Z0) using 1992-1993 and 1994-1995. The re-

sult for the combined 1992-1993 and 1994-1995 data is also shown. The branching fraction,

B(Z0 ! �+��) = 3:362% is used.

Sources 1992-1993 1994-1995 Combined

Z0 Events Z0 Events Z0 Events

(%)

Luminosity 3.7 8.0 6.6

PDF Choice 2.6 2.5 2.2

Momentum Resolution 1.3 1.0 0.9

E�ciency 5.6 2.6 2.3

TABLE VIII. Systematic uncertainties in the �(Z0) measurements.
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PDF set Channel �(Z0) (nb)

MRS-A 6.59

CTEQ-2M 6.62

CTEQ-3M 6.63

1992-93 CDF e+e� 6.87 � 0.36

1992-93 CDF �+�� 6.44 � 0.57

1994-95 CDF �+�� 7.06 � 0.64

Combined �+�� 6.94 � 0.53

TABLE IX. The NNLO Z0 cross sections at
p
s = 1:8 TeV for MRS-A, CTEQ-2M, and

CTEQ-3M PDFs, compared to the experimental values extracted from the dimuon 1992-1993 data

set, 1994-1995 data set, and 1992-1995 combined. Also shown is the CDF 1992-1993 cross section

measurement in the electron channel. The branching fraction, B(Z0 ! e+e�; �+��) = 3:362% is

used to measure �(Z0).
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Mass Bin NOS NSS NBG AM � �M CBC d2�=dMdyjyj<1

GeV/c2 pb/(GeV/c2)

40- 50 70 0 2.0 0.084 1.029 0.367 � 0.057

50- 60 54 1 7.5 0.161 1.020 0.129 � 0.030

60- 70 55 0 2.5 0.224 1.022 0.107 � 0.019

70- 78 63 0 0.5 0.284 1.037 0.124 � 0.019

78- 86 280 0 3.0 0.376 1.193 0.360 � 0.037

86- 90 660 0 0.5 0.241 1.349 2.36 � 0.21

90- 94 869 0 2.0 0.096 0.849 12.38 � 1.08

94-102 449 0 1.0 0.327 1.453 0.550 � 0.052

102-110 65 0 0.0 0.219 1.071 0.161 � 0.025

110-120 29 0 1.0 0.181 1.040 0.069 � 0.016

120-150 28 0 0.0 0.167 1.107 0.024 � 0.005

150-200 9 0 0.0 0.164 1.099 0.0047 � 0.0016

200-250 4 0 0.0 0.168 1.047 0.0021 � 0.0011

250-300 2 0 0.0 0.169 1.032 0.00107� 0.00076

300-400 1 0 0.0 0.176 1.096 0.00024� 0.00024

400-500 0 0 0.0 0.227 1.076 0.0 � 0.00019

TABLE X. Summary of Drell-Yan dimuon analysis with the 1992-1993 and 1994-1995 data

sets combined. The errors include both the statistical and systematic errors (including common

luminosity uncertainty of 6.6% added in quadrature). NOS is number of opposite-sign events, NSS is

number of same-sign events, NBG is remaining background coming from the �+��, c�c, b�b, W+W�,

and t�t, AM � �M is the acceptance (which includes detector resolution smearing a�ects) times

e�ciency, CBC is the bin centering correction which is de�ned in the text, and d2�=dMdyjyj<1 is

the di�erential cross section. The mass bin for 400-500 GeV/c2 is to indicate that there is no data

beyond M=400 GeV/c2 and the error for the mass bin is based on one event.
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Mass Bin Sources (%)

(GeV/c2) PDF Choice Momentum Resolution E�ciency Sum

40- 50 0.7 0.1 4.6 4.6

50- 60 1.0 0.1 4.2 4.3

60- 70 1.2 0.1 4.1 4.3

70- 78 0.8 0.5 3.8 4.0

78- 86 0.5 3.0 3.9 5.0

86- 90 0.5 0.7 3.9 4.0

90- 94 0.5 2.4 3.8 4.5

94-102 0.6 2.5 3.9 4.7

102-110 1.4 3.9 4.0 5.8

110-120 0.9 0.1 4.0 4.3

120-150 0.8 0.4 4.0 4.1

150-200 0.8 0.1 3.9 4.0

200-250 1.2 0.2 4.1 4.3

250-300 1.3 0.1 4.1 4.3

300-400 1.3 0.4 4.2 4.4

400-500 1.4 1.0 4.3 4.6

TABLE XI. Systematic uncertainties in the Drell-Yan di�erential cross section measurement.
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FIGURES

FIG. 1. One-quarter of the CDF detector. The detector is symmetric about the interaction

point.
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FIG. 2. The CDF Level 2 trigger coverage in � � � space for muons in the region of

pseudo-rapidity j�j � 1.
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FIG. 3. The radiative correction, d�f=dM to d�DY =dM versus the �+�� mass. The solid line

is the NLL calculation, and the histogram is from PYTHIA/PHOTOS.
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FIG. 4. E�ciency study using a sample of Z0 events. The dimuon invariant mass distribution

for the events in which the second muon fails the tight (upper plot), and the loose (lower plot) muon

identi�cation cut.
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FIG. 5. The e�ciency correction function for the MIN I cuts from a GEANT simulation. These

functions are calculated assuming that average muon momenta are approximately factor of 1.1 larger

than M��=2. The solid line is for the MIN I cuts (fMINI(M)). This is used in the Drell-Yan cross

section analysis. The dashed line illustrates the case where the triggering muon passes the �xed

EEM < 2 GeV and EHAD < 6 GeV cuts and and the second, non-triggering muon passes the MIN I

cuts. The dot-dash line illustrates the case where both muons pass �xed EEM and EHAD cuts.

43



FIG. 6. e-� invariant mass distribution for the 1992-1993 and 1994-1995 data sets combined.
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FIG. 7. Comparison of measured �(Z0) � B(Z0 ! �+��) to predictions (solid line) using the

next-to-next-to-leading calculation with the MRS-A parton distribution functions. The dotted lines

are the theoretical uncertainty of �5%. Also shown are earlier measurements from CDF and D0.

The inner error bar is the combined statistical and systematic uncertainty and the outer error bar

includes the luminosity uncertainty.
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FIG. 8. Drell-Yan dimuon production cross section extracted from the combined 1992-1993 and

1994-1995 data. The solid line is the NLO QCD prediction. The dashed line is the LO QCD

prediction with a K factor to account for higher order e�ects. The dotted line is the NLO QCD

prediction without the contribution from Z0 exchange.
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FIG. 9. The ratio of measured d2�=dMdyjyj<1 (Data) using the combined 1992-1993 and

1994-1995 data to the predicted d2�=dMdyjyj<1 (Theory).
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FIG. 10. The rapidity cross section ratio from the combined 1992-1993 and 1994-1995 dimuon

data. The measurement is compared to leading order calculations with a K factor. The the-

oretical curves are calculated using the CTEQ-3L (dotted line), MRS-A (solid line), CTEQ-3M

(dashed line), and MRS-D�0 (dot-dashed line) PDFs. The error includes only the statistical and

the non-luminosity related systematic error.
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